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Abstract: The aim of this paper is to analyze the efficiency of raising the order of the 
linear model in modeling thermal plant. Results achieved both in identification and con-
trol are compared by considering plant models with the dominant dynamics of the 1st, 
2nd and 3rd order. For each model the most appropriate controller is evaluated by simula-
tion and real time control. The simulations and the real experiment results are compared 
to determine which model is more appropriate to describe the plants dynamics. 
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1 INTRODUCTION 

Control of thermal plant is frequently used to demon-
strate properties of control design approaches [8], 
[9], [10], [12], [20], [21], [22], [27]. Thereby, differ-
ent simplifications are considered, as e.g. approxima-
tion of the plant dynamics by the 1st order transfer 
function [21]. Of course, the question arises, how far 
such simplifications influence the resulting control 
quality and how far this can be improved by consid-
ering more complex model. 

2 THERMO-OPTICAL PLANT 

The thermo-optical plant laboratory model (Fig.1) 
offers measurement of 8 process variables: controlled 
temperature, its filtered value, ambient temperature, 
controlled light intensity, its derivative and filtered 
value, the fan speed of rotation and current. The tem-
perature and the light intensity control channels are 
interconnected by 3 manipulated voltage variables 
influencing the bulb (heat & light source), the light-
diode (the light source) and the fan (the system cool-

ing). Besides these, it is possible to adjust two pa-
rameters of the light intensity derivator. Within Mat-
lab/Simulink or Scilab/Scicos schemes [10] the plant 
is represented as a single block and so limiting needs 
on costly and complicated software packages for real 
time control. The (supported) external converter 
cards are necessary just for sampling periods below 
50ms. Currently, more than 40 such plants are used 
in labs of several EU universities. 

 

 
The thermal plant consists of a halogen bulb 12V 
DC/20W (elements 1-6), of a plastic pipe wall (ele-

 
Fig. 1. The thermo-optical plant and scheme of its thermal channel 
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ment 7), of its internal air column (element 8) con-
taining the temperature sensor PT100, and of a fan 
12V DC/0,6W (element 9 that can be used for pro-
ducing disturbances, but also for control). Next, we 
will consider temperature control by the bulb volt-
age. In paper [12] the plant dominant dynamics was 
analytically described by the 2nd order nonlinear 
model. However, it is known that heat is usually 
transferred by three different modes – conduction, 
convection and radiation. In this paper we will ex-
perimentally analyze this physical problem from the 
control point of view.   

 

3 CONTROL BASED ON 1ST ORDER 
DOMINANT DYNAMICS 

First order model + time constant 

In the simplest case, when it is considered the heat 
transfer just with single mode, i. e. the plant is de-
scribed by the dominant first order transfer function 
(differential equation). The time constant dT  is used 
for approximating non-modelled dynamics. Identifi-
cation by genetic algorithms yields 
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PI1-controller 

Let us consider a piecewise constant reference sig-
nal ( )tw , the controlled output variable y , the control 
(manipulated) variable ( )tu  and the required closed 
loop dynamics 
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characterized by the closed loop pole 0<α . In the 
presence of input disturbances v  the required dy-
namics (2) can be achieved by the P-controller 
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In order to get monotonic transients without over-
shooting in the presence of the non-modelled dynam-
ics approximated by the time constant Td, the closed 
loop pole should be restricted to the interval  

( )( )0,4/1 dT−∈α   (4) 

whereby the limit admissible pole value 

( )de T4/1−=α    (5) 

corresponds to the double real dominant pole of the 
closed loop system with the P-controller (3) and the 
plant (1).  

The disturbance observer (DOB) based I action can 
be introduced by reconstructing the plant input dis-
turbance v by means of an inverse plant model as 
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This value is then used in (3). 

By the analytical derivation of the controller struc-
ture, the DOB based approach is very close to the 
IMC one [23]. However, it does not use the parallel 
plant model that is appropriate for output distur-
bances, but the filtered inverse plant model focusing 
on input disturbances.  

In motion control the DOB concept was introduced 
and applied in different modifications by Ohnishi and 
co-workers [12]. Umeno and Hori [25] developed the 
DOB theory by the factorization approach for the 
general first order system. DOB that is now used in 
many high precision motion control systems [17], 
[27] enables to improve the traditional trade-off be-
tween the stability and the response dynamics [13]. 
Due to the transparent relationship between perform-
ance criteria and gain selection, the DOB structure 
allows simple and intuitive tuning of its gains that is 
practically independent of the state feedback gains. 
This explains why DOB is so welcome by control 
practitioners. The only known limitation of the DOB 
concept is that it cannot be directly applied to the 
systems with a non-minimum phase zero. Similar 
consequences may also be expected when DOB 
based controllers are applied to control heat transfer, 
where the traditional PI controllers were applied by 
default. The result should be improved trade-off be-
tween the stability and the response dynamics, loop 
simplicity enabling simple and intuitive plant identi-
fication, loop tuning and consideration of constraints 
put on the control signal.  

 

4 CONTROL BASED ON 2ND ORDER 
DOMINANT DYNAMICS 

When considering the nominal dynamics of the plant 
with two different mode – the slow and fast one [6], 
[8], and [18], it could correspond to thermal plant 
with two ways of heat transfer [3], [16] – e.g. with 
the heat radiation (fast mode) and the heat conduc-
tion via body of the plant (slow mode). Such a situa-
tion could be characterized by the plant transfer func-
tion 
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PI1-P controller 

Without the time delay Td that characterizes the non-
modelled loop dynamics, the output of both channels 
can be described as 
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For 0=dT  and the system output  
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yeywe && −=−= ;   (11) 

The control signal wu  that maintains the system out-
put at constw =  is 

 

( )21/ KKwuw +=    (12) 

  

Using this control the steady state outputs of the par-
ticular channels are 
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The pole assignment control requires control error 
dynamics described by  

ee α=&   (14) 

whereby α  is a chosen closed loop pole. Substitut-
ing into (11) one gets 
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  (15)  

that corresponds to parallel structure of the P-P con-
troller 
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In order to get monotonic setpoint step responses, the 
closed loop pole is not allowed to take any negative 
value 0<α , but just values from restricted interval  

 

( ) ( ) 4//1;0, 2
1e TTT dde +−=∈ ααα  (17) 

 

whereby eα  was derived for the dominant 1st order 
dynamics of the first channel by analyzing conditions 
of the double real dominant closed loop pole. For the 
two-channel robust design, the derivation of an ap-
propriate tuning could be much more complex due to 
the relatively large number of model parameters.  

 

This P-P controller can be expanded to P-PI control-
ler [6,17] by the I-action designed as the disturbance 
reconstruction and compensation (Fig. 2).  

Tuning of the controller is the same as in the PI1 
case. 

 

5 CONTROL BASED ON 3RD ORDER 
DOMINANT DYNAMICS 

Use of the 3rd order model could be physically moti-
vated by three modes of heat transfer. Since such a 
model reasonably increases complexity of the result-
ing controller, experiments should show, how far 
does its use to improve plant-model matching and 
how far does it improve the closed loop control. 
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Fig. 2. Simulink model of the control loop with the P-PI controller
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Again it will be considered that each channel can be 
described by the first order model and the non-
modelled closed loop dynamics is approximated by 

dT . 
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PI1-P-P controller 

Let y be the output of the system (18) for 0=dT , 
then 
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where u  is the control signal and K is 

321 KKKK ++=   (20) 

For a piecewise constants setpoint signal, the control 
error is defined as 

yeywe && −=−= ,   (21) 

 

The pole assignment control is defined by the re-
quirement of a regular control error decrease 

ee α=&   (22) 

In other words 
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and one can write 
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So the control is 
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which is the parallel P-P-P controller with parameters  
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In practice there will be mostly measured just the 
main system output. Therefore, the reconstruction of 
the auxiliary outputs 32 , yy  is necessary. There are 
two easy ways to obtain these outputs. They can ei-
ther be reconstructed from the output of the system, 
from the control signal, or from both. In this case the 
reconstruction from the system output will be used 
again. 

The controller can be expanded to PI-P-P by adding 
the disturbance reconstruction circuitry.  

6 EXPERIMENTAL REUSLTS 

For comparing the experimental results, the IAE (In-
tegral of Absolute Error) or the ISE (Integral of 
Squared Error) criteria will be used defined for the 
control error (21) as 

( )∫
∞

=
0

dtteIAE   (31) 

( )∫
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=
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2 dtteISE   (32) 
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These criteria showed to be useful also when applied 
to the I-action signal resulting from the DOB. Since 
it was no outer disturbance acting on the controlled 
plant, all generated signal may be considered as re-
sult of the model imperfection. Let us define these 
criteria as 

∫
∞

∞−=
0

)( dtitiIAI   (33) 

( )∫
∞

∞−=
0

2)( dtitiISI   (34) 

whereby )(ti  is the output of the I-action (DOB) and 

∞i  is the steady state value of the I-action. 

Besides of these criteria applied to the control error 
to characterize plant-model matching at their outputs, 
another criterion [25] called Total Variance (TV) was 
used for characterizing “smoothness” at the control-
ler output. This was defined as 

∑∫ −≈= +

∞

i
ii uudt

dt
duTV 1

0

         (35) 

Since it is difficult to be experimentally evaluated 
continuously, it is usually computed after appropriate 
discretization with sampling period as small as pos-
sible. 

PI1-controller  

Here, the real-time experiment is compared with two 
simulations using PI1-controller. In the first one, the 
plant is represented by model (1), in the second one 
by model (18). As the simulation shows, the 3rd order 
model is in relatively good concurrence with real 
plants dynamics. The parameters of the controller are 

111/1 -0.009,/1.3 =−=== ααα fe T .  

While the control sequence corresponding to the 1st 
order model is close to the required one pulse at the 
saturation + exponential transition to the steady state. 
Due to the zero dynamics of real plant, control se-
quence corresponding to the 3rd order model and 
real-time control has more complex shape. Also the 
I-actions have similar transients. The experiment 
results are in Fig. 3 and Fig. 4 
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Fig. 3 Temperature 
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Fig. 4 Control signal 

PI1-P-controller  

In this experiment PI1-P-controller was used for con-
trolling models (7) and (18) and for controlling real 
experiment. As the simulation shows (Fig. 5,6), the 
2nd and the 3rd order models describe the plants dy-
namics almost in the same way. The equivalent pole 
is used to compute the closed loop pole as it was in 
the previous controller. The dominant time constant 
is used in equation (5). 

 IAI and ISI indexes for the I-actions are smaller than 
in the previous experiment. 
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Fig. 5 Temperature 
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Fig. 6 Control signal 

 

PI1-P-P-controller  

In this experiment the PI1-P-P-controller was applied 
to control real experiment and simulation (Fig 7,8). 
The equivalent pole is used to compute the closed 
loop pole. The dominant time constant is used in 
equation (5). 

IAE and ISE indexes values are, however, reasona-
bly smaller than values achieved in real experiments 
with controllers based on models (1) and (7). 

Results of the real-time experiments focusing on the 
plant output behavior that determines also the control 
error values are summarized in Tab. I. The closed 
loop behavior reasonably improves by considering 
two channels of heat transfer instead of one. Further 
increase of the model complexity leads just to less 
intensive quality increase. 
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Fig. 8 Control signal 

 

Statistical comparison 

Table I Statistical comparison 

 PI1 PI1-P PI1-P-P 

ISE 8567,7 6426,4 6374,9 

IAE 1817,7 986,52 946,79 

ISI 235,42 150,7 190,16 

IAI 499,76 316,09 303,61 

TV 9,4143 7,4222 7,8974 

7 CONCLUSION 

From the results of the simulations and the real ex-
periments there is hard to decide which model to use. 
The comparison made in Table I. shows that the 2nd 
and the 3rd order models resulted in controllers that 
gave rather similar results. So, if one takes into ac-
count also the simplicity of the model and of the con-
troller, the model (7) and the PI1-P-controller would 
be the most suitable choice. The higher order models 
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would be efficient only if already negligible im-
provement in performance would bring reasonable 
profit increase.  

 

ACKNOWLEDGMENTS 

The work has been supported by project VEGA Inte-
gration and development of nonlinear and robust 
control methods and their application to control of 
flying vehicles VG-1/0656/09. This support is very 
gratefully acknowledged. 

 

6 REFERENCES 

[1] Åström, K. J. , Hägglund, T.: PID controllers: 
Theory, design, and tuning – 2nd ed., Instrument 
Society of America, Research Triangle Park, 
NC, 1995.  

[2] Åström, K. J., Panagopoulos, H. and Hägglund, 
T.: Design of PI Controllers based on Non-
Convex Optimization. Automatica, 34, 1998, 
585–601.  

[3] Åström, K. J. , Hägglund, T.: Benchmark 
Systems for PID Control. IFAC Workshop on 
Digital Control – Past, present and future of PID 
Control. Terassa, Spain, 2000, 181-182. 

[4] Huba,M., Bisták,P., Skachová,Z., Žáková,K.: P-
and PD-Controllers for I1 and I2 Models With 
Dead Time. 6th IEEE Mediterranean Conference 
on Control and Systems, Alghero 1998, 514-
519. 

[5]  Huba, M., Skachová, Z., Bisták, P.: Minimum 
Time Pole Assignment Controllers for I1 and I2 
Plants. J. Electrical Eng., 49, 1998, No.11-12, 
289-298. 

[6] Huba, M.: Constrained pole assignment control, 
In: Current Trends in Nonlinear Systems and 
Control, L. Menini, L. Zaccarian, Ch. T. 
Abdallah, Edts., Boston: Birkhäuser 2006, 163-
183. 

[7] Huba, M: Theory of Automatic Control 3. 
Constrained PID Control. Publishing house, 
Slovak University of Technology in Bratislava 
2006. 

[8] Huba M., Kurčík P., Kamenský M., Thermo-
Optical Plant uDAQ28/LT Technical and User 
Manual, 2006. 

[9] Huba M., Šimunek M.: Modular Approach to 
Teaching PID Control. IEEE Trans. Ind. Electr., 
54, 6, 2007, 3112-3121. 

[10] Huba M., Vrančič D., Constrained control of the 
plant with two different modes. Int. Conf. 
Process Control ‘07, Strbske Pleso, Hight Tatras 
(2007). 

[11] Jelenciak F., Mikles  J.,: Process identification: 
Nonlinear systems. Proceeding of the 13th Int. 
Conf. Process Control  ’01, Strbske Pleso, 80-89 
(2001). 

[12] Jelenciak F., Kurcik P., Huba M., Thermal plant 
for education and training. IEEE Int. Conf. ERK 
2007 Portorož, Slovenia (2007). 

[13] Jelenciak F., Identification of nonlinear plants by 
modified method of consecutive integrals. PhD 
Thesis (in Slovak), STU Bratislava 2009 . 

[14] Kamenský M., Kurčík P., Huba  M.,: Scicos 
possibilities for communication with real 
processes. In: IEEE Int. Conf. ERK2007, 
Portorož, Slovenia, 31-33 (2007). 

[15] Katsura, S., Ohnishi, K., Ohishi, K.: 
Transmission of Force Sensation by 
Environment Quarrier Based on Multilateral 
Control. IEEE Trans. Ind. Electr., 53, 2, 2006, 
898-906. 

[16] Katsura, S., Matsumoto, Y., Ohnishi, K.: 
Analysis and Experimental Validation of Force 
Bandwidth for Force Control. IEEE Trans. Ind. 
Electr., 53, 3, 2006, 922-928. 

[17]  Katsura, S., Ohnishi, K.: Semiautonomous 
Wheelchair Based on Quarry of Environmental 
Information. IEEE Trans. Industrial Electronics, 
53, 4, 20061373-1382. 

[18] Katsura, S., Ohnishi, K.: A Realization of Haptic 
Training System by Multilateral Control. IEEE 
Trans. Ind. Electr., 53, 6, 2006, 1935-1942.  

[19] Lee, H.S. and M. Tomizuka: Robust motion 
controller design for high-accuracy positioning 
systems. IEEE Trans. Ind. Electr., 43, 1, 48-55, 
1996.  

[20] Matko D., Kavsek – Biasizzo K., Skrjanc I., 
Music G., Generalized predictive control of a 
thermal plant using fuzzy model.  Proc. 
American Control Conf., Vol. 3, 2053 – 2057, 
(2000). 

[21] Matušů R., Prokop R., Single-Parameter Tuning 
of PI Controllers: From Theory to Practice. Proc. 
17th IFAC World Congress Seoul, 4964- 4969, 
(2008). 

[22] Milanic S., Karba  R., Modelling the Thermal 
Plant with Artificial Neural Networks. Proc. 4th 
European Congress on Intelligent Techniques 
and Soft Computing, Aachen, Germany, Vol. 1, 
pp. 289-293, (1996). 

[23] Morari,M. and E.Zafiriou (1989). Robust 
Process Control. Prentice Hall, Englewood 
Cliffs, N.Jersey. 

[24] Shimono, T., Katsura, S., Ohnishi, K.: 
Abstraction and Reproduction of Force 
Sensation from Real Environment by Bilateral 
Control. IEEE Trans. Ind. Electr., 53, 2, 2006, 
907-918  

[25] S. Skogestad: Simple analytic rules for model 
reduction and PID controller tuning. Journal of 
Process Control 13, 2003, 291–309. 

[26] Stefan–Boltzmann law. From Wikipedia, the 
free encyclopedia. 

17th International Conference on Process Control 2009
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