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IMPROVEMENT OF THE DECOUPLING EFFECT OF THE PREDICTIVE CONTROLLER GPC AND PFC BY
PARAMETER ADAPTATION

K. Zabet, R. Haber

Institute of Process Engineering and Plant Design, Laboratory of Process Automation,
Cologne University of Applied Science, D-50679 Koln, Betzdorfer Str. 2, Germany
fax: +49-221-8275-2836 and e-mail: khaled.zabet@smail.fh-koeln.de, robert.haber@ fh-koeln.de

Abstract: Two simple techniques are presented and compared for predictive control of TITO (Two-
Input, Two-Output) processes to improve the decoupling effect. These techniques are applied for
GPC (Generalized Predictive Control) and PFC (Predictive Functional Control). According to the first
technique the controller parameters are tuned in synchronization to a reference signal change. Accord-
ing to the second one the controller parameters are set dependent on the actual control error. The sec-
ond method makes the synchronization to a reference signal change superfluous and its realization is

therefore very easy.

Keywords: Generalized predictive control, predictive functional control, controller parameter adapta-

tion, control error-dependent controller parameters

1. INTRODUCTION

Improvement of the decoupling effect in multivariable
processes is an important issue. It is desired that change of
one reference signal would affect mainly on the corre-
sponding controlled variable, while the effect on the others
with constant reference signal would be reduced, i.e. the
control error of the other controlled variables would be
minimized (Maurath, Seborg and Mellichamp, 1986).
MIMO (Multi-Input, Multi-Output) controllers can handle
this problem using manually designed decoupling control-
lers or MIMO predictive controller which enhances the
decoupling automatically.

The question arises how the decoupling can be improved
without complicated multivariable controller design. In this
paper two different methods are recommended for multi-
variable control of stable aperiodic processes. The TITO
controller is realized by GPC (Generalized predictive con-
trol) (Clarke et. al., 1987) and PFC (Predictive Functional
Control) (Richalet and O’Donavan, 2009).

The paper is structured as follows. In section 2 the TITO
GPC algorithm is shown. In section 3 the TITO PFC algo-
rithm is shown. In section 4 a TITO process is controlled by
both predictive control algorithms with fixed controller
parameters. In sections 5 and 6 two different methods are
shown how the controller parameters of the two predictive
control algorithms can be adapted to decrease the coupling
effect. The results are summarized in the conclusion.

2. GENERALIZED PREDICTIVE CONTROL

The cost function of a TITO predictive control is:

J=2y S [Yak+d+14n,) = §,(k +d, +1+n, [K)]

Ne=Ne1y

Ne22 . 2 (1)
+ A, DY (k+d, +14+n,) = §,(k +d, +1+n, [ K)]

Ny -1 ny,-1
+ Ay D AUZ(K+ )+ A, D Aus(k + j) = MIN
j=0 j=0 Au
with the denotations:

o yi(k+d, +14+n,|k): reference signal of the i-th
output n, steps over the dead time d,

419

o V.(k+d, +1+n,|Kk): predicted i-th output signal n.
steps over the dead time.
The tuning parameters of the control algorithm in (1) are:

® Ngyj —Ngi +1: length of the prediction horizon for the i-
th output,

e n; - length of the control horizon of the i-th input,

* Ay control error weighting factor of the i-th output,

e A, : control increments weighting factor of the i-th input.
The control increments vector in the control horizon from
k to k +n,; —1 which has to be optimized is:

Aug =[Au; (k| K) ... Auy(k+ny —1]K)]"
Auy =[Auy (K| K) ... Auy(k+ny, ~1[K)" O]
Au:[AuI Augr

The predicted i-th output vector in the future time domain
(prediction horizon) from k +d; +1+ng; 10 k+d; +1+n,y,

can be divided into free and forced responses:

Yi = yi,free + yi,forc
9 (k0 +14 gy 1K)

: = 3
Yi(k+dj +1+ngy (k)
9i,free (k + di +1+ neli | k)
. : +Yi, forc
Yi,free (k + di +1+ r'IeZi | k)
The predicted forced i-th output vector in (3) is:
2
Yisore =2, HjjAujj 4)
j=1
where:
hij (Neii +1)  hij(Negi) + hij(Negy =Ny +2)
hi; (ne.li +2) hy (ngli +1) o gy fnuj -1 (5)

H; =

hij(Negi +1)  hy(Ngg) -+ hy(Ngz =y +2)
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whereas H;; is the matrix of step response coefficients of
the process model, and h; (k)=0 if k<0.

For the TITO process, the predicted vectors (in the predic-
tion horizon) of the reference signals, process outputs, free
responses and forced responses are respectively:

ey, = [yIl,yIZ]T : predicted reference signals,
o y=[y1.y5]1" : predicted outputs,
& _raT  aT 4T, ;
® Viree =[Yifree  Y2free] : Predicted free responses,

o Viore =[Vitore,Yosorc]” : predicted forced outputs.
The predicted vector of the forced responses is:

2
D HjjAu; o o Ta ©
S _|i= _ | M Mg | AUy |
Yforc =| _|:H21 H22i||:Allzj|_HAu
> HyjAu,
j=
The cost function (1) becomes:

J z(yr_gl)TAy( r_y)"’AuTAuAllD MAIlll\I ()

with the diagonal weighting matrices (for simplicity) of the
control errors and the control increments:

Ay = Ay =diag(A Ay, ) = diag( A1, A1)
A, =Ay =diag(Ay, A, ) =diag( 2,1, 4,,1)
and I is the identity matrix.

Substituting of free and forced responses vectors results in:

J= (Yr —V free _HAu)TAy(Yr —V free _HAu)

T ®)

+Au’ A ;Au= MIN

Au

Unconstrained minimization of the cost function (8) accord-

ing to the whole sequence of input increments in the control
time domain leads to:

%:—HT [ATy +AyKyr ¥ tee — HAU)

u
+[AI +Au]Au:0

which results in
Au:[H AyH""AuTH Ay(yr_Yfree) 9)

According to the receding horizon technique only the actual
control signals will be used and the computation is repeated
in the next control step:

AU g1 (K) = [Auy (), Au, ()] (10)

3. PREDICTIVE FUNCTIONAL CONTROL

The principle of SISO PFC with constant reference signal is
that the controlled variable achieves the reference trajectory
at the target point using one change in the manipulated
variable. The desired change in the controlled variable
during the prediction horizon n, (from the actual time k) is

420

calculated from the change of the reference trajectory and
compared to the predicted change of the non-delayed model
output to define the required control signal, see Fig. 1.

Reference signal -
b é,(k+d:1’l/er(k+d+”p)

Controlled ':';r;"f """"""
i e
variable y { 64i+d) Reference
trajectory yr
v Predicted
Y(k+d).4............ ) | , y X
k k+dk+a;1 k+d+ﬂp
H-\m.\_\__
Predicted y
Model Ay (without dead time)
output y,, m
| -
[
I
1
Manipulated :
variable u '
. | -
kK k+1.-- k+n - k
«Past future | " Prediction horizon

Fig. 1. PFC principle of processes with dead time

The aim of the control equation is:
y(k+dy +np [K) = (K +dpy, [K) = Y (K415 1K) = Y (K)
(L= 2, = YK+ [K)]= T (K415 [K) = Vi (K)

with the denotations:

(11)

* J(k+d, +n, |k): predicted controlled variable n  steps
over the dead time d,,

e vy, : reference signal (supposed constant in the future),
* Jn(k+n,k): predicted non-delayed model output n,
steps over the actual time,

e ], reduction ratio of the bias between the reference
signal and its trajectory.

The controller parameters (for sampling time At) are:

e T, =-3At/In(4,): desired closed loop settling time
* n,: prediction horizon (=1)

The control equation of PT1 (proportional, 1st-order) proc-
ess with dead time (chosen for simplicity) is described as:

u(k) = ko[y, = 9(k +dpy [K)]+Ky Y (K)
where:
Yk +dp [K) = y(K) +[Ym (K) =y (k=dpy)]
1-A4° 1 -
¢ Kp=— T, ky = controller coefficients
K[l (-25,)"™] m
o a,: discrete-time model parameter

o K,,: static gain of the model

In case of n-th order aperiodic processes the transfer func-
tion of the non-delayed model can be partitioned in parallel
connection of n first-order models with the corresponding

(12)

(13)
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parameters K; and a;,of i-th sub-model. (If the model

has multiple poles then different but very similar poles have
to be assigned to each multiple pole.)

The basic algorithm can be easily extended for this case, as
well (Khadir and Ringwood, 2008):

u(k) = ko {yy = [y(k) +[ym (K) = Y (k —d 1]}

n 14
+Z KiYim (k) (9
i-1

where:

- LA e
2 Kinl~(2m)"] 2 Kimll=(-a;,)"]

and, (Ijzi%screte-time equation of i-th Slj:-modd is:

Yim (K) == 0 Yim (K- +K;j A1 +a; n)uk -1) (15)

The algorithm is extended for TITO processes with the
following tuning parameters:

ke

e T, =-3At/In(4,): desired closed loop settling time of
the i-th controlled variable,

* ny: prediction horizon of the i-th controlled variable.

The discrete dead time of i-th output signal is supposed as:

di = max (diyp,diom)

where dijm is the discrete dead time of the model with j-th

input signal and i-th output signal.

Thus, these relations can be defined:

Yim (K =din) = Yizm (K = djg ) + Yiom (K = di2p)

Yijm is the non-delayed model output, and

Yijm (kK — djjm ) should represents yj; (k) , thus:

Yim (K = din) = Yia (k) + yio (k) = y; (k)
Yim (k|k) = ¥ (k +di, |k)
Yim (k|k) = Viam (K = djgp + dipy |k)
+ Viom (K = djpm + di |k)
¥i(k +dip |k) = Y (k) + [Vim (k|k) ~Yim(k=din)] (18)
From (18), the predicted increment of i-th controlled vari-
able n ; step ahead the instant K + dy, is defined as:

(16)

whereas

A7)

i (K + digy + 13 k) = 95 (K + i k)
= (L= 22Vt = Yi () = i (KIK) + Vi (K = )]

The predicted increment of i-th process model output n oi

(19)

step ahead the current k is defined based on (17) as:

im (K +15i[) = T ()
= Fian (K = Giggy + Ui +115K) = Fig (K = gy + Ay ) (20)
+ Fiom (K = iz + digy + 151 [K) = Fio (K = diggy + dig )

This equation in (20) can be reformulated using free and
forced responses:

421

im (K +1511K) = i (k]K) = Fitree (K + N5i k) = Fireek)
+Yintorc(K = digm + iy + 1 ‘k)
~Yisfore(K = iz +dim‘k)
+i210r0(K = digg + Uiy +Ni[K)
~Vi2tore(K =i +dim‘k)

(1)

whereas:
9ifree(k‘ K) = Viz ree(K —Gigm + dim‘ K) + Vi free(K —Giom + dim‘k)
yifree(k + npi‘k) = 9i1free(k - dilm + dim + npi‘k)
+9i2free(k - diZm + Clim + npi ‘k)
Based on (19) and (21), PFC goal leads to these two control
equations (for i=1 and 2):
=2V = Y1 ) = Firee () + Yy (K — )]
+ Fitree (k) = igree (K + i) =
yilforc(k - dilm + dim + npi ‘k)
_ﬁ?ipi 9ilforc (k - dilm + dim“<)
+9i2f0rc(k - di2m + dim + npi ‘k)

_ﬁ:ipi 9i2forc(k - di2m + dim‘k)

(22)

The free and forced responses of the process model with j-
th input signal and i-th output signal (which is partitioned in
parallel connection of nj; first-order sub-models) are:

n;
Gii tree (K + 1K) = D" (<) Vi (K) .
r=1

m
Vi, rore(K+1k) =u; ()Y Kijin  [1— (<a55)"].
r=1

The solutions of these equations (22) in the two manipu-
lated variables U, = U, (K) ; i=1,2 are calculated (if they are

unique) in every control step using the same algorithm.
Otherwise when the solutions are not unique (one equation
of two variables which has infinite solutions) the tuning
parameters can be changed in order to get a unique solution
of the control equations, or the solution with minimum
increments can be defined by solving this criteria function:

J= [ui - ul(k _1)]2 +[U2 —U, (k _l)]2 = hl/l IUN (23)
1

dJ du,

d—=[u1 —Uy(K=D]+[u; —up(k-)]—==0 (24)
1) du,

du
whereas u, and d—2 are defined from one of the two
U

equivalent linear equations (22) of the variables u; and u,.

4. DECOUPLING PREDICTIVE CONTROL OF ATITO
PROCESS

In order to illustrate the problem of coupling a TITO proc-
ess is considered with set of the sampling time At=0.1 min.
The sub-processes are aperiodic with different static gains
Kj, time constants Tj;, and dead times Tg;. All processes
have some (n;;) equal time constants:
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o Pll: K11:1.5, T11:1.0 min, n11:2,
o PlZ: K12:0.5, T12:0.5 min, n12:4,
e P, Ky=0.75, T5;=0.5 min, ny»=3,

T411=0.1 min
Td12:0-5 min

T42:=0.8 min

[ Pzz: K22:1.0, T22:2.0 min,

Ny=1, T42,=0.2 min

The step responses of the processes were shown in Fig. 2.

(=0 min)

Auy 00— 1
....... (t=0:min). .
0 2 4 6 t[min]

&u1: 0—1
. (t=0.min).
4 6 t[min]

2

Fig. 2. Step responses of the TITO sub-processes

TITO predictive control was used; see the scheme in Fig. 3.

Yn u 1 | ! Y
3 t » Process,, L
| I +
| |
TITO | —»| Process,, |
Predictive | |
Control | —»| Process,, | :
| I
Yo + U, | sy,
——» Process,, —*@—
|

Fig. 3. TITO predictive control scheme

The control scenario was:

e at t=1 min stepwise increase of the reference signal of y;

fromOto 1,

e at t=10 min stepwise increase of the reference signal of y,

from 0 to 1.

4.1 GPC of TITO process

GPC of TITO process is shown in Fig. 4 with the following

controller parameters:

e start of control error horizons: ney1=Ne1,=0

e end of control error horizons: ne;=40 and ng»=30
¢ length of control horizons: ny,;=n ;=3
 weighting factors of the control errors A,,=4,,=1

¢ weighting factors of the control increments A4,,=1,,=0.5

The control of the reference signal changes is fast and ape-
riodic. The maximal control error of the controlled variable
y; is about 6.5% (related to the changes of the reference
signal y,,), and is about 16.5% maximal control error of the
controlled variable y, (related to the changes of the refer-

ence signal y,1).

422

"‘--:(\y

1

10 16 t[min]

2 4 6 16 t[min]

0
a) GPC of output y;
1t y,g,_‘[_
Y ANTA
0.5} |
2 |
0 \/}
0 2 4 6 8 10 12 14 16 It[min]

14 16  t[min]

12

0 2 4 6

b) GPC of output y,
Fig. 4. GPC of TITO process

4.2 PFC of TITO process

PFC of TITO process is shown in Fig. 5 with the following
controller parameters: settling times T,; = 2 min. and T, =
1.5 min. and prediction horizons np; = Ny, = 3.

The control of the reference signal changes is fast and ape-
riodic. The maximal control error of the controlled variable
y1 is about 5.2% (related to the changes of the reference
signal yr2), and is about 22% maximal control error of the
controlled variable y2 (related to the changes of the refer-
ence signal yrl).

12 14 16  t[min]

0 2 4 6 10 12 14 16  {[min]

a) PFC of output y;
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1| _ Vo =
'\y2

05} |
I

t [min]

0 2 4 6 8§ 10 12 14 16 t [min]

b) PFC of output y,
Fig. 5. PFC of TITO process

Fig. 4 and 5 shows that the rising times and the maximal
control error related to the coupling effect are similar with
GPC and PFC for this set of controller parameters, although
PFC has a smaller number of the controller parameters and
less calculations than GPC. The manipulated variables of
the process with GPC and PFC have a similar shape Also.

5. REFERENCE SIGNAL CHANGE-DEPENDENT
ADAPTION OF THE CONTROLLER PARAMETER

The time point of the reference signal change in known
sometimes by the technology in advance. Otherwise it can
be detected with methods of signal analysis.

5.1 Reference signal change-dependent adaptation of GPC
parameters

The control equation of GPC shows that the increasing of
the control error weighting factor of one controlled variable
shall reduce the control error in that variable. Therefore
increasing of the control error weighting factor of the con-
trolled variable whose reference signal was kept constant
reduces the control error in this variable.

This technique is illustrated in Fig. 6 for reference signal
changes. The weighting factors of both control errors were
changed stepwise from A,;=4,=1 to 4,,=2 and A,,=5 for
that variable whose reference signal was kept constant in
the moment of the other reference signal change. The dura-
tion of the weighting factors change was 5 min which is
about 2 min longer than the settling time of the controlled
process.

The plots show that the two controlled variables are better
decoupled. The maximal control error of the controlled
variable y; is about 5.6% (related to the changes of the
reference signal y,,), and is about 8% maximal control error
of the controlled variable y, (related to the changes of the
reference signal yy).

The critical point of the manual controller parameters adap-
tation is the detection of the reference signal change. Nev-
ertheless a method which does not care about the time point
of the reference signal change would be preferable.

423

e

Ny

1

0 2 4 6 8 10 12 14 16 t[min]

0
0 2 4 6 8 10 12 14 16 t [min]
2
;“zﬂ‘“*, i |
0t 4
0 2 4 6 8§ 10 12 14 16 t [min]

a) GPC of output y;

"[ L . . Y(Z--.._‘I .

0.5} |

0 ]
0 2 4 6 8§ 10 12 14 16 t [min]
b) GPC of output y,

Fig. 6. TITO GPC with reference signals changes-
dependent adaptation of A,

5.2. Reference signal change-dependent adaptation of PFC
parameters

The main controller parameter with PFC is the settling time
T.. The decoupling ability with a TITO process can be
improved by tuning the settling times (T.; and T¢,). Decreas-
ing of the desired settling time of the controlled variable
whose reference signal was kept constant accelerates the
control and hence reduces the control error in this con-
trolled variable.

Fig. 7 illustrates this case for reference signal changes. The
desired settling time of the first controlled variable was
changed stepwise from T, =2 min to T,;=1 min and the
desired settling time of second controlled variable was
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changed stepwise from T,=1.5 min to T=0.75 min. The
desired settling times were changed for that controlled
variable whose reference signal was not changed in the
moment of the change of the other reference signal. The
duration of the changes were equal to the desired settling
times for both. The maximal control error is about 4% (re-
lated to the changes of y;,) in the controlled variable y;, and
about 18% (related to the changes of y;,) in the controlled
variable y,. The plots show that the two processes are fast
and better decoupled than with constant settling times but
worse than with GPC in Fig. 6.

1 [ r—

0.5¢

0 2 4 6 8 10 12 14 16  t[min]

t [min]

2
: Tw-*\ I ]
0t 1
0 2 4 6 8 10 12 14 16 t[min]
a) PFC of output y;
1t : : Y,z_‘.‘l.._. -
; .y,
05} |
0 — — I
N~
0 2 4 6 8 10 12 14 16  t[min]

I T T

0 2 4 6 8§ 10 12 14 16
b) PFC of output y,

Fig. 7. TITO PFC with reference signals changes- depend-
ent adaptation of T,

t [min]
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6. CONTROL ERROR-DEPENDENT ADAPTATION OF
THE CONTROLLER PARAMETERS

The synchronisation at the reference signal change can be
performed automatically if the highlighted controller pa-
rameters were decentralized functions of the control errors.

6.1 Control error-dependent adaptation of GPC parameters

The control error of the controlled variable whose reference
signal was changed increases faster than the control error of
the other variable whose reference signal was kept constant.
Consequently, if the control error weighting factors are set
inverse proportional to the control error for both controlled
variables then the weighting factor of the controlled vari-
able whose reference signal was kept constant will be
higher than the weighting factor of the controlled variable
whose reference signal was changed.

The following dependence of the weighting factors on the
control error were supported (Schmitz, et. al., 2007):

_ /?'yi,max

A
g (1+ |ei (k)| : lyi,damp)

With Ayymax=2, Ay2max=9, Ay1damp=20 and Ay2 gamp=25 in this
case.

Fig. 8 shows that the weighting factors of those controlled
variables whose reference signal was changed were tempo-
rarily significantly reduced and the other weighting factor is
remained big, this behaviour is in opposite to Fig. 6.

The control is slightly slower than with the changing of the
weighting factors at the reference signal changes (Fig. 6)
but the control is still fast and the decoupling is better than
before. The automatic adaptation of the control error
weighting factors shows about 3.2% maximal control error
(related to the changes of y,,) in the controlled variable yj,
and about 3.1% (related to the changes of y,;) in the con-
trolled variable y,.

<.
0.5¢
0
0 2 4 6 8 10 12 14 16  t[min]
2.
1t
‘H\'“u.l
0
0 2 4 6 8 10 12 14 16  t[min]
2
0+

0 2 4 6 8§ 10 12 14 16
a) GPC of output y,

t [min]
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1 | : : Y,z_‘.‘l - —_—
™~ ¥,
0.5} |

2 I

0 2 4 6 8§ 10 12 14 16  t[min]

0 2 4 6 8 10 12 14 16
b) GPC of output y,

t [min]

Fig. 8. TITO GPC with control error-dependent adaptation
of 4,

6.2 Control error-linear dependent adaptation of PFC
parameters

The settling times can be set proportional to the related
control error; therefore the settling time of the controlled
variable whose reference signal was changed will be higher
than the settling time of the controlled variable whose ref-
erence signal was kept constant. Consequently the con-
trolled variable whose reference signal was not changed
will be controlled faster, that acts as a forced decoupling.

The following linear dependence of the desired settling
times on the control error were applied in the simulation:

Tci :Tci,min + (Tci,max _Tci,min)‘ei (k)‘

With Tegmax=2 MiN; Teomax=1.5 Min; Temin=0.2 min and
Te2,min=0.15 min.

Fig. 9 shows that the desired settling times of those con-
trolled variable whose reference signal was changed were
temporarily significantly increased and the other settling
time is remained small, this is in opposite to Fig. 7.

The maximal control error is about 3.2% (related to the
changes of y,) in the controlled variable y;, and about
16.3% (related to the changes of y,) in the controlled vari-
able y,.

This shows that the automatic adaptation of PFC parame-
ters is not as good as the automatic adaptation of GPC pa-
rameters but the decoupling effect became much better in
comparison with the manual adaptation in Fig. 7. And as
mentioned already the realization of this control error-
dependent adaptation is easier than detecting changes in the
reference signals.

425

Ny,
0 2 4 6 8 10 12 14 16  t[min]
0 2 4 6 8 10 12 14 16 t[min]
6 8 10 12 14 16  t[min]
a) PFC of output y;
I yﬂ""l'_
; "\y2
05} |
0 — I
e i i
0 2 4 6 8 10 12 14 16 t[min]

It[min]

1.5F
I «~ "2
0 D
0 2 4 6 8 10 12 14 16 t [min]

b) PFC of output y,

Fig. 9 TITO PFC with control error-linear dependent
adaptation of T,

6.3 Control error-exponential dependent adaptation of PFC
parameters

The settling times can be set as an exponential function in
the other control error; therefore the settling time of the
controlled variable whose reference signal was kept con-
stant will be smaller than the settling time of the controlled
variable whose reference signal was changed, (Zabet,
Haber, 2010).

The following exponential dependence was designed:

T, =T

ci — 'ci,max

eXp(—T j,damp ‘ej(k)‘) VI, J =12 ; i # J

c

Tcl,maxzzmin; Tcz,max:1-5min; Tcl,dampzlo and Tc2,damp:5-
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Fig. 10 shows that the desired settling times of those con-
trolled variables whose reference signal was kept constant
were temporarily significantly reduced in the moment of
the other reference signal change as in Fig. 7.

The maximal control error of y; is about 3.1% (related to
the changes of y,,), and about 16% (related to the changes
of y;1) in the controlled variable y,. This shows that this
automatic adaptation method is worse than with GPC con-
troller but the decoupling effect became better in compari-
son with the linear dependency adaptation method (Fig. 9).
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Fig. 10 TITO PFC with control error-exponential de-
pendent adaptation of T,
CONCLUSION

TITO predictive control was illustrated with two different
predictive control algorithms: GPC and PFC. The controller
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parameters in both methods were first fixed in the simula-
tion of the TITO control.

New simple methods were presented for reducing the de-
coupling effect of the TITO GPC/PFC control with proper
adaptation of the controller parameters. The two methods
(1) reference signal change-dependent controller parameters
as an event dependent adaptation method, and (2) control
error-dependent controller parameters as a signal-dependent
adaptation method were designed and simulated. Both
methods have shown improved decoupling effects.

With GPC algorithm the controlled variables were perfectly
decoupled by both adaptation methods. The second method
(control error-dependent adaptation) was prior to the first
method (reference signal change-dependent adaptation).

The decoupling became better with both adaptation meth-
ods using the PFC algorithm; this fact is clarified more for a
slower controlled variables. With the first method the con-
trol error was a bit smaller than without any adaptation. In
the second method the linear dependency (control error-
linear dependent adaptation) was better than the first
method, but a bit worse than with exponential dependency
(control error-exponential dependent adaptation).

The adaptation of GPC controller parameters has more
affect on the decoupling feature than the adaptation of PFC
controller parameters for the studied set of parameters.

Among the two controller parameter adaptation method the
second one (control error dependent-adaptation) is easier to
realize in practice. The presented idea can also be extended
for processes with more than two controlled variables.
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